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MpenocraBneHue pecypcoB o6na4vHbIX NfaTcopm Ana BbINONHEHUA
KOMMNO3UTHLIX NPUINOXEeHUN B Napagurme «noTok paboT Kak cepBUC»

B.B. Tonopkos, /.M. Emenbsno, A.H. Bynxak

Cratbst MOCBSIICHA aHAM3Y CYLICCTBYIOIIMX MOJENICH, METOLOB U aITOPUTMHYECKOr0 00CCICYCHNUs IUIsl BBITOJTHEHHS HayKOSMKHX
NPUIOKEHUI Ha 00IauHbIX IUIaTGOpMax B paMKax HOBOM KOHLEHIMHU «IIOTOK padoT kak cepBuc» (Workflow as a Service (WaaS)).
ITnardpopmer Waa$S, npeacrapisiomie co0oil Tak Ha3blBaeMble MYIBTHAPEHIHEIC CPEIbl, MO3BOISIOT peaan3oBaTh d((HEKTHBHBIC
MEXaHH3MBI U1l yIPaBICHUS HEIPEPHIBHBIMY IIOTOKAMHU Pa3HOTHIIHEIX PA0OT B 00JaUHBIX BEIYHUCICHUSIX.

PaccMOTpeH psifi BayKHEHIIMX aCMEKTOB: HAIMYUC PA3IMYHBIX IIPOBaliaepoB laaS, mpeqoCcTaBIsIOMNX PA3HOTHIIHBIC PECYPCHI; TEp-
pUTOpHabHAs PACIpPEeICHHOCTh LEHTPOB 00PabOTKH JaHHBIX; Pa3HOPOAHOCTb IIOTOKOB PaboOT, MOCTYMNAIOIIUX Ha MiatGopmy
WaaS; He0OX0AUMOCTb pealn3aluy IPUHIMIA CIUIATUTh 38 UCIOIb30BAaHUEY JUISl KOHKPETHOTO [0JIb30BATENIs; PEIICHUE IPOOIeMbI
pa3Menienns Ha QU3NIECKUX cepBepax BUPTYaIbHBIX MAIIMH U CO3JaHUs MHOXECTBA KOHTEHHEPOB B HHUX, KaXbIH U3 KOTOPBIX MO-
KeT OBITh MCIIONB30BAH 3a/[a4aMH Pa3HBIX IIOTOKOB. BBIICICHBI IEPCIIEKTHBHBIC HANIPABIICHHUS B PA3BUTHU METOIOB IIPE0CTaBICHMUS
pecypcoB 00MayHBIX MIAT(GOPM HA OCHOBE TEXHOIOTHH Pa3BOPAYMBAHMS BUPTYAIbHBIX MAIIMH M KOHTCHHEPOB IS BBITOTHEHHS
KOMITO3UTHBIX NIPUJIOKEHUH B paMKaX aKTHBHO pa3BHBaIOLIecst mapaaurmsl Waas.

Kuiouesvle crnosa: obnadHble BEIYUCICHUS, CUCTEMA YIIPABICHHS IOTOKaMU padoT, INIAHUPOBaHNE, PEI0CTABICHHE PECYPCOB, BUPTYallb-
Hasl MallInHa, KOHTEHHep.

Jlna yumuposanus: Toropkos B.B., Emenssios /I.M., Bynxak A.H. [Ipenocrasienue pecypcoB 00aqHbIX IIaT(GOPM IS BEIIOTHEHHS KOMITO-
3UTHBIX MPHIOKEHHH B MapairMe «IoToK padoT Kak cepucy // Bectnuk MOU. 2023. Ne 5. C. 156—168. DOI: 10.24160/1993-6982-2023-
5-156-168.
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Providing Cloud Resources for Running Composite Applications
in the Workflow-as-a-Service Paradigm

V.V. Toporkov, D.M. Yemelyanov, A.N. Bulkhak

The article analyzes the existing models, methods, and algorithmic support for performing science-intensive applications on cloud
platforms within the framework of the new concept called Workflow-as-a-Service (WaaS). Being so-called multitenant environments, the
WaasS platforms offer the possibility to implement efficient mechanisms for managing continuous and heterogeneous workflows in cloud
computing. A number of most important aspects are considered: the availability of various IaaS providers, which offer different types of
resources; geographic distribution of data processing centers; heterogeneity of workflows; the need to implement the “pay-per-use” model
for a specific user; and solution of the problem of deploying virtual machines on physical servers and setting up a multitude of containers
in these machines, with each container ready for being used by tasks from different flows. The article also points out promising lines in the
development of methods for providing the cloud platform resources based on technologies for deploying virtual machines and containers

to run composite applications within the framework of the actively developing WaaS paradigm.
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BBenenue

B nacrosimee BpeMst MOTOK paboT — Hamboiee pac-
IIPOCTPAHEHHAs! MOJIENb BBINOJHEHHSI KOMIO3UTHBIX (CO-
CTaBHBIX) IPUJIOKEHUH B Pa3IMUHBIX 00JacTsIX 3HaHUH. B
JTAaHHOM MOJIETIM HayYHBIMH COOOIIECTBAMHU PEalu3yIOTCs
TaKre M3BECTHBIC MPOEKTH, kKak Montage (acTpoHOMHS),
CyberShake (ceiicmonorust), Epigenomics, Sipht (6uo-
nadopmarnka), LIGO (du3nka rpaBUTalMOHHBIX BOJIH).
IToTok pabort, KaKk MPaBUIIO0, — COBOKYITHOCTH B3aUMOCBSI-
3aHHBIX 3a]1a4, (OpMaIH3yeTcsl B BUJE OPUSHTUPOBAHHOTO
6eckontypnoro rpada (Directed Acyclic Graph — DAG),
BEPIUIMHBI KOTOPOTO MPEACTABISIOT 3a/1a4H, a JyTH — HH-
(dopmanoHHble U Jorudeckue cBs3u. [Ipobnema ruiaHu-
pOBaHMs B paMKax 3TOM Monenu siBiisgeTcs NP-1omHOM.

OOnauHble TEXHOJIOTMH AKTHBHO MCIHOIB3YIOTCS IS
BBINOJHEHHUS HAyYHBIX IIOTOKOB palOT, COCTaBIISIOIINX
BaKHEHIIMNA KJIACC KOMIIO3UTHBIX NpuiiokeHui. B yact-
HOCTH, «HH(ppacTpykTypa Kak cepBucy (Infrastructure as
a Service — laaS) mo3BonseT cucremMe ymnpaBieHHUS I10-
Tokamu pador (Workflow Management System — WMS)
MOJTYYUTh TOCTYI K IPAKTUYECKN HEOTPAHUUECHHOMY ITyITy
BUPTYaJIU3UPOBAHHBIX PECYPCOB IO NPHHIMITY «IUIATUTh
3a ncrnonp3oBanue» (Pay-per-use). OHaKo, BOSHUKAET PsiJl
(yHIaMEHTaIBHBIX IPOOIEM, CBSI3aHHBIX C MIJIAHUPOBAHU-
€M Pa3HOPOJIHBIX PAbOT, OT PEeIICHHs KOTOPBIX KPUTHIHO
3aBUCHT 3()(PEKTHBHOCTH HCIIOIB30BAHHS PECYPCOB B 00-
JIAYHBIX BBIYMCICHUSIX.

K gnciy takux nmpoGiem OTHOCAT pa3paboTKy afaeKkBar-
HBIX MOJIEJIEH, METO/IOB ¥ COOTBETCTBYIOIIETO HHCTPYMEH-
Tapusl MPEAOCTABICHHUS PECYpCOB OOJNAYHBIX ILIATGOPM
Ha OCHOBE TEXHOJIOTHMH pa3BOPAYMBAHUS BUPTYalbHbBIX
MamH (BM) M KOHTEHHEpPOB Uil BBIMOJIHEHHS KOMIIO-
3UTHBIX MIPUIOKECHUH B pPaMKax aKTHBHO pa3BHBaloIeiics
TapajinTMbl «IOTOK pabot kak cepBuc» (Workflow as a
Service — WaaS). HayuHast 3Ha4MMOCTH MICCITICIOBAaHUH B
9TOH 00JaCTH paclpe/IeTICHHBIX BBIYNCICHUN 3aKIII0YaeT-
Csl B KOMIJIEKCHOM PEIICHUH MPOOJIEeMbl UIAHUPOBAHUS U
yIIpaBJIeHUs pa3HOPOJHBIMU OTOKaMHU padoT Ha riarop-
Mmax WaaS.

NHOOPMALIMOHHBIE TEXHOJTIOT U N TENEKOMMYHUKALIUA

B pamkax monerneit WaaS ciemyeT yIuThIBaTh P/ BaXK-
HEeHINX acneKkToB. Bo-nepBbIX, HATUYNE pa3IUYHbIX IPO-
BaiiniepoB laaS, npeaocTaBiSIONMX PA3HOTUITHBIE Pecyp-
Cbl. BO-BTOpBIX, TEPPUTOPHANBHYIO PACHPEIEIIEHHOCTh
LEHTPOB 00paOOTKN JaHHBIX. B-TpeTbHX, pa3sHOPOIHOCTH
MOTOKOB paboT, mocrynarommx Ha miardgopmy WaaS.
B-4erBepThiX, HEOOXOAMMOCTH peaH3alUU IPHUHIIUIA
«IIJTaTUTh 33 WCTIOJIB30BAHHE» JUISI KOHKPETHOTO MOJIB30-
Baresisi. Hakoner, cBoero pemieHust TpeOyeT 3ajada pas-
MeleHus Ha pu3ndeckux cepsepax BM u co3nanusi MHO-
KECTBA KOHTEIHEPOB B HUX, KKABIH U3 KOTOPHIX MOXET
OBITD MCIIOIB30BAH 3a/1a4aMH Pa3HbIX TIOTOKOB.

M3BecTHBIE K HACTOSIIIIEMY BPEMEHH PadOThI B 00J1aCTH
TUTAHUPOBAHUS TTIOTOKOB PadOT Ha 00MauHBIX TUIaTGopMax
HE OXBAaTHIBAIOT BCEH COBOKYITHOCTH YKa3aHHBIX ACHIEKTOB,
YUUTBIBas JIMIIb OTJENIbHBIE U3 HUX. B uacTHOCTH, OHU HE
npenmnonaralor otoéop mponaiinepos laaS. Kak mpasuio,
ONTHUMU3UPYETCS BBIIOJIHEHUE JIMIIb OJHOIO TOTOKA pa-
60t. M3BecTHBIC MOJIEIH TUIAHUPOBAHMUS HECKOJIBKUX MOTO-
KOB 3a4acTyI0 ABJIAIOTCS BECbMa YIPOIIEHHBIMU, HAIPUMED,
MPEAIoiaratoT CO3/1aHUe OJHOTO KOHTEMHepa B KaXIou U3
BM, BbInONHEHNE MOTOKOB padOT B OIHOM LEHTpE 00pa-
OOTKM JIaHHBIX, B Ka4eCTBE KPUTEPUSI ONTUMAIBHOCTH MX
TUIAHUPOBAHUSI UCIIONB3YETCs 00Iasi CTOMMOCTh UCTIONB30-
BaHWS BUPTYaJIbHBIX MAIlIMH COOTBETCTBYIOIIETO THIIA, YTO
HapyIIaeT NPUHIUN «IIJIATUTh 32 UCTIOIb30BAHUEY.

IIpoBeneH aHanU3 COBPEMEHHOTO COCTOSHUS METOAOB
U TEXHOJIOTHH BBINOJHEHHS HAyKOEMKHX KOMITO3MTHBIX
MPUIOKEHUH B pamMKax mapamurmbl WaaS. OO0o03Ha4eHBI
MEePCHEKTUBBI PA3BUTUS MOJIENIEH, METOJIOB U CPEJICTB Op-
raHu3aluu O6J'Ia‘IHBIX BBIUMCIIEHUI HA 0a3e KOMILIEKCHOIO
COYETAHUS AJITOPUTMOB IPUOPHUTETHOTO IUIAHMPOBAHMS
KaK OTJENbHBIX 3a/ad B IOTOKax padoT, TaKk M HE3aBHUCH-
MBIX U Pa3HOPOJAHBIX IIOTOKOB KOMITO3UTHBIX npnnon(eﬂnﬁ.

HcxonHble MOT0KeHUS] B MOJEISX IUIAHHPOBAHMS
MOTOKOB PadoT Ha njaardopme WaaS

ITon pecypcamu moHumaeTcsi MHOkeCTBO BM coot-
BETCTBYIOIIMX THIIOB U CO3JAHHBIX B HUX KOHTEHHEPOB.
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[ToTok paboT — COBOKYIHOCTh B3aMMOCBSI3aHHBIX 3a/a4,
¢dopmanuzyemasi B Buie DAG, BepIIMHBI KOTOPOTO IPE-
CTaBJIAIOT 33/1a4¥, a AyTM — HMH(POPMAIIMOHHBIC U JIOTH-
YEeCKHE CBS3H.

OTHoOIIIEHNE YaCTUYHOTO TOPSAKAa Ha COBOKYITHOCTH
T = P v D 3amay 3agaercs ¢ momomsio DAG, moamHO-
KECTBO P BEpIIMH KOTOPOTO COOTBETCTBYET 3ajadam
00paboTKK M JI0CTyIa K MamsTH, a NOAMHOXKECTBO D —
npoueaypamMm oOMeHa JaHHBIMH MEXay 3anadamMu. Ha
pucyHke | mpuBeneH npumep MHPOPMALMOHHOIO rpada:
BEPIUMHBL P, ..., P, TPEACTABIAIOT 33/1a4l 00pabOTKH, a
d, .., d, — mepenady nammbix. I'pad mapamerpusyercs
anpUOPHBIMH OLCHKAMH JUTUTEIBHOCTH tf; BBITTOJTHEHHS
sanaan 7, € T, i =1, ..., n Ha pecypce TUIa j OTHOCHTEb-
HBIX 00BEMOB V; BEIYHCIICHHH HA Pecypce j-ro THIA HId
NepeaBaeMbIX JAHHBIX B KOMMYHHUKAIIHOHHON MOJCHCTE-
M€ TUIAa j U T. I

3ajaHue COCTOUT M3 3aJia4y, KOTOphIe MOTYT OBITH 3a-
MyIIEHBI MapajuIedbHO, €CIH 3aBEPIICHO BBIMOTHEHUE UX
TIPE/IIIECTBEHHUKOB.

Tak, 3ana4a p, ABIAETCA IPEAUICCTBEHHUKOM 337134 ),
U p,, 331891 p, ¥ p, — TPEIUIECTBEHHUKH 3a1a4 p, ¥ p.,
381494 p, ¥ p, — TIPEUICCTBEHHUKY 3a/1a4u .

B pesynsTare miaHHpOBaHHS ONpPECISIETCS BpeMs /,
OTBE/ICHHOE /sl BBIMOJIHEHUS Kak[JOW M3 3aJay MOTOKa,
KOTOPO€ HE MEHbIIIE alPHOPHOI OLEHKHU ATUTEIBHOCTH t;
BhInoNHenus 3anaun 7, € T, i = 1, ..., n Ha pecypce Tumna
j. Bpibop pecypca KOoppeKTHpyeTcs B XOI€ BBITOTHEHHS
TIaKeTa 3aJaHuil ¢ y9eTOM AWHAMUKH 3arpy3KH PECYPCOB.

B kagecTBe mpumepa KpUTEpHst ONTUMAIBHOCTH TIaHA
UCIIOJIb3yeM (DYHKIIMIO CTOUMOCTH 3aBEpIICHUs] 00padoT-
KU CIIEYIOILEro BUja:

CF:ZH:[Vy’/tif—" t; 2y,
i=1

e [v,/t,] — dacTHas GYHKIHS CTOMMOCTH BBITIONHCHHS!

3ajaun; [ - | — Gnmkaiiliee He MEHbIIIEE LEI0e YUCIIO.

Ha nipaxtuxe rpadoBble CTPYKTYPbI KOMITIO3UTHBIX TIPH-
JnoxeHui, npezacrasisieMble DAG, Becbma cnoxHbl. Ha
pHCYHKE 2 W300paKEHbI PE3yNbTaThl BU3yalIn3aluH psja
cpenctBamu 6nbroTeku Pyvis Ha si3p1ke Python. [Tpumepsr
TIOCTPOEHBI aBTOPAMH CTAaTbH HA CHHTETHUECKHX Habopax
¢aitmoB DAX (Directed Acyclic Graph in XML Format),
c(hOpMHUPOBAHHBIX TEHEPATOPOM IOTOKOB padoT «Pegasus
Workflow Generator» [1]. Pegasus — cuctema ynpasieHusI
PpaboUMMH MPOLIECCAMHU C OTKPBITBIM HCXOAHBIM KOJIOM.

Ha mnardgopmy WaaS B 11000#f MOMEHT BpeMeHH I10-
CTyTIaeT MHOXKECTBO TTOTOKOB padoT. [Ipn aToM Kaxkaas u3
3aJ1a4 MOTOKA MOXKET BBITTOJTHATHCS HA HEKOTOPOM TTOIMHO-
ecTBe TUoB BM, peocTaBnseMbIx ipoBariaepom laaS.

I[InanupoBanue M ynpasJjieHHe IOTOKAMH pPadoT HA
00J1a4HBIX I1AaT(OPMAX B paMKax KoHuenuuu WaaS

HacuuTbiBaeTCsi OrPOMHOE YHCJIO CHCTEM YIIpaBie-
Hust otokamu paodor [1, 2]. Oto — ASKALON, Galaxy,

BectHuk MOW. Ne 5. 2023
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"

3anmanue 4
Puc. 1. Ctpykrypa notoka padot

HyperFlow, Kepler, Pegasus, Taverna, CloudBus u psz
JPYTHX.

Hosas mapamurma WaaS mo3BonsieT peann3oBaTh 3¢-
(heKTHBHBIC MEXaHU3MBI JUISl YIIPABJICHHS HETIPEPHIBHBIMU
MOTOKaMH1 Pa3HOTUIHBIX padOT B OOJAYHBIX BEIYMCICHUSIX
[3, 4]. ITnarpopmer WaaS npencrapisior codoi MynbTHa-
PEHIHBIE CPEIbl, HHTETPUPYIOLIHNE BEIYUCIUTEIBHBIE U Ce-
TEBBIE PECYPCHI, a TAKKE XPAHWINILA JAHHBIX, [IPEJOCTaB-
JsieMble  TIpoBaiiiepaMu MH(PACTPYKTYPbl KaK CEpBUC.
[IpoBaiinepsr laaS mpegmaraioT yHmoMSHYTBIE PECYpCHI
KaK BUPTyaJIbHbIE MAIlIHBI, PEAIN3ysl COOTBETCTBYIOLIYIO
LIEHOBYIO TOJIUTUKY. BaXHEMIIMH acnekT, OoT KOTOPOro
KPUTHYHO 3aBUCHT 3()()EKTUBHOCTH HCIIOIB30BAHUS pe-
CYpCOB B 00JIa4HBIX BBIYHUCICHUSAX, — IUIAHUPOBAHUE Pa3-
HOPOIHBIX PabOT. BoNBIIMHCTBO CyIIEeCTBYIOMNX MOAX0-
JIOB, KaK TPaBHJIO, PEaM3yeT IUIAHMPOBAHNE B Mpeesax
OJIHOTO TOTOKa padoT ¢ COOIIOAEHHEM COOTBETCTBYIOIINX
TpeboBaHuii k KauecTBy obciyxuBanus (Quality of Servi-
ce — QoS). ITapamurma WaaS no3Bossiet pemuts npooie-
MY IUTAaHUPOBaHUSA J11 COBOKYITHOCTU HE3aBUCUMBbIX pa60T.

Béﬂbﬂlaﬂ YacTbh M3BCCTHBIX aJITOPUTMOB IIJIAaHUPOBA-
HUS B Ka4eCTBE KPHUTEPHs ONTHMH3ALUU OepeT 0OIIyio
CTOMMOCTB IIPU 33JaHHOM OTPAaHWYEHHM HA BPEMs BBI-
MOJTHEHUS TTOTOKAa PaboT. 37eCh MOXHO YIOMSIHYTH Ta-
ke anroputmbl, kak [C-PCP, IC-PCPD2 [5], EIPR [6],
TB [7] u CCA [8]. OHHu TO3BOJIAIOT 3aHUMATh CBOOOIHBIE
BPEMEHHEIE CIIOTHI MPETOCTABICHHBIX BM, 4T0OBI MakcH-
MH3HPOBATh 3arpy3Ky pecypcoB 1 MUHUMH3UPOBATH CTOH-
MOCTb UX UCI0Ib30BaHus. OTHAKO HAJIMYKE OrpaHUYECHUN
Ha BpeMs BBITIOJIHEHMS 33ad U 3aBUCUMOCTH MEXKIy 3a-
JladaM¥ II0TOKA MPUBOAST K TOMY, YTO HEJb3sl TOTHOCTHIO
HUCKJIIOYUTH HE3aHATHIC CJIOTHI.

HeKOTOpI)Ie KOMIIO3UTHBIC HAYYHBLIC NPUIOKCHUA CO-
CTOAT U3 B3aMMOCBA3aHHBIX pa60T — TaK Ha3bIBaACMBbIX
ancam6Oneit [9 — 11]. V3BecTHO HECKOIBKO alTOPUTMOB
TUTAHUPOBAHUS MTPUIIOKEHUH Takoro Tuma [12 — 15]. Ot
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Puc. 2. I'pader motokoB padot ¢ 1000-ro BepinHamu B npoextax Montage (a), CyberShake (6), Epigenomics (6)

ANTOPUTMBI YUHUTHIBAIOT TpeboBaHus QoS He I KaxJ0-
rO TOTOKa, a st aHcamOust B 1e7loM. UHCIIO MOTOKOB B
ancamOnie M3BeCTHO 3apaHee. Hakomer, mOTOkH paboT B
aHcaM0Je UMEIOT OAMH U TOT K€ THIIL, TO €CTh 00IaJaioT
OJIMHAKOBOH CTPYKTYPOIl M pasMyaroTcsi TOIBKO MO 00b-
€MaM BBIUUCIICHUH U BXOTHBIM JaHHBIM.

B [16] npennoxkeH anropuT™ MIaHUPOBAHUS JUIsL MHO-
KECTBA MOTOKOB PA0OT, TOCTYMAIOMINX OT PA3HBIX MOMB30-
BaTesiel B MPOU3BOJIBHBIC MOMEHTHI BpeMeHU. OlHaKo OH
MpeJHa3HAYEH Ul KJIACTEPHBIX MPUIOKEHUN U, CIe0Ba-
TEJIbHO, HE YYUTHIBAET CTONMOCTH UCIIOIb30BaHMUS HH(pa-
CTPYKTYpBI, & YPOBEHb JOCTYMHBIX PECYpCOB IOJIAraeTCst
(¢uKcUpoBaHHBIM. B HEM MHHHMHU3UpYETCS BpEeMs BBI-
MIOJTHEHMS Ka’KAOTO U3 IOTOKOB PabOT M HE NMPHUHUMAIOT-
cs1 BO BHUMaHUE BPEMEHHBIC OTPAaHWYEHUSI JUISl PEICHNUS
OTAENBHBIX 3a/1ad. TeM He MeHee, Ba)KHBIC JOCTOMHCTBA
MIPEUIOKEHHOTO TO/IX0/la — AWHAMHMYHOE IJITaHUPOBaHUE
IIOTOKOB U BO3MOXHOCTh KOHTPOJIMPOBaTh YPOBEHb HC-
TIOJTb30BAHUS PECYPCOB.

Psi paboT NOCBSIIIEH MITaHUPOBAHHUIO MHOKECTBEHHBIX
IIOTOKOB paboT B OOJIAYHBIX BBIYUCICHUSX. 3[€Ch MOKHO

NHOOPMALUMOHHbBIE TEXHOJIOI MU N TENTEKOMMYHWUKALIUA

yrnoMsiHyTh [17], onmHako B ykazaHHOW paboTe rojaraercs,
YTO YMCIIO M TUIIBI IOTOKOB Pa0OT M3BECTHBI 3apaHee, IpH-
YyeM Bce NMOTOKHM MOCTYTAI0T OHOBpeMeHHO. Kpowme 3toro,
HE TMPUHUMAIOTCS BO BHUMAaHHWE CTOMMOCTH BBITIOJHCHHMS
1 BpeMeHHbIe orpanndenust. OCHOBHOU KpUTEpUH — ypo-
BEHb UCIIOIb30BaHUS PECYPCOB.

AnroputMm, onicaHHbIH B [18], 0OCHOBaH Ha IBPUCTHKE
CIHMCOYHOTO IUIaHNpoBaHMs. KauecTBo JnaHHBIX, 0Opaba-
TBIBAEMBIX Ka[bIM IOTOKOM, PACCMATPUBACTCS KaK 4acTb
TpeboBanuii QoS.

Ioaxon, ananm3upyemslii B [19], 6asupyercs Ha cTpa-
TETUsIX IUIAHWPOBAHUSI C PA3IMYHBIMU KPUTEPUSMH IpU
HaJIMYUM OTPaHWYEHHs Ha OIODKET BBIIOJHEHUS MOTOKA
pabor kak ¢axropa QoS.

B [20] naH anroput™M mjIaHUPOBAHUS IJIi KOHEYHOTO
MHOKECTBa Pa3HOPOAHbIX BM, 4ucio KOTOphIX ocTaercs
HEM3MEHHBIM B TEUEHHE BCETO KM3HEHHOTO IIUKJIA CHCTE-
Mbl. ClieZi0BaTesIbHO, HE 3aTparuBaeTcsi npodiemMa ruOKoro
MIPEOCTaBICHUS MyNa pecypcoB. Bipouem, 310 ke 0THO-
CHUTCS U K anroputMam u3 [17 — 19].
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Asroput™m 1uianupoBanus Dyna [21] pa3paboran is
BBIOOpa TPOBaiepOB OONAYHBIX CEPBHCOB, IOMYCKaeT
MacmTabupoBaHNE U JTUHAMHYHOE HazHaueHHe BM B 3a-
BHCHMOCTH OT TEKYILETO COCTOSHMS BBIITOTHEHHS 3a]ad.
OH mo3BomsieT 0ToOpath TUMB BM mns kaxaod 3agadu
MOTOKA C LEJIbI0 MUHUMHU3AIUU CTOMMOCTH BBITTOJTHEHHUSL.
[Ipn 5TOM BBOAMTCSI BEPOSTHOCTHAS OIIEHKA BPEMEHHU 3a-
BEpIICHNs, a CTONMOCTh HcToib30Banust BM paccmarpu-
BaeTCs IS JIBYX MOJEJIEN — CTaTUUECKON U JuHaMHu4Yec-
KOH, TIOT0OHO TOMY, KaK 3TO MOIIACPKUBACTCS B CEPBUCAX
Amazon. Ilpu stom nonaraercs, uto BM pazgenstorcs
MTOTOKaMH paboT OTHOTO M TOTO XK€ THIIA, HO C Pa3INIHBIM
YHCIIOM 3a/1ad.

Anropurmbl SCS [22] 1 WPPDS [23] npenHa3zHaueHbI
JUTA TUTAaHUPOBaHUA ITOTOKOB pa60T B O6J'Ia‘IHI)IX BbIYUCJIC-
HUSIX M MMEIOT MEXaHU3MbI aBTOMaTHYECKOTr0 MacIuTaOu-
poBanus. SCS peanusyeT HadalabHbBII IUIaH MPEJOCTaB-
JICHNSI PECYPCOB Ha OCHOBE IBPUCTUYECKOH MPOIEAYPHI
100aNbHON ONTUMM3ALUY, @ 3aTEM YTOUHSIET €r0 B XOZE
BBITIOJTHEHHSI TIOTOKA, YTOOBI y4ecTb 3aJIepXKKU TPeao-
CTaBJICHUsI PECypCOB. Y TOYHEHHE IUIaHa OCYIIECTBISICTCS
QJITOPUTMOM II00ATBHONW ONTHMH3ALUK JUISI OCTABIIMXCS
3a7a4 TOTOKA, MPUYEM 3Ta ONTUMH3ALUS MPUMEHSETCS
JUTA KaKION M3 3a1ad. ITO 00yCIOBIMBAET BHICOKYIO BBI-
YHCIIUTEIBHYIO CIOKHOCTh aJITOPUTMa M OrPaHUYHBAET
€ro MaclTabupyeMoCTh B 3aBHCUMOCTH OT YHCIIA 33/1a4 B
motoke. WPPDS yunTsiBaeT OFOIKET Ha BRITIOJTHEHUE BCEH
COBOKYITHOCTH MOTOKOB M BPEMEHHBIE OTPAHMUCHUS UIS
KaX/I0TO M3 NMOTOKOB. KpuTepuil mnanupoBanus — 3aBep-
IIUTh KaK MOXKHO OOJIbIIIEE YUCIIO BBICOKOIIPHOPUTETHBIX
IIOTOKOB TIPH 33/IaHHOM OIOJIKETE.

Anroputmel marupoBanust EPSM [3] u EBPSM [4]
TTOJICP’)KUBAIOT MHOXKECTBEHHBIE TOTOKH pabdor. EPSM
MHHUMH3HPYET OOLIYI0 CTOMMOCTb MCHOJIb30BaHHS pPe-
CYpCOB IpH 3aJaHHBIX OTPAHMYCHUSX JISI BBIIOJHEHUS
Ka)XXJIOTO M3 MOTOKOB pabot. [Ipm stom co3zmaercst nuIb
OZIVH KOHTEHHEp B Ka)KI0H 13 BUPTYaIbHBIX MAIINH, IIOTO-
KU pabOoT BBITIOIHSIOTCS JIUIIB B OHOM IIEHTpe 00paboTKH
JaHHBIX, a B KQYE€CTBC KPUTCPUA ONNTUMAJIBHOCTU UX ILjIa-
HUPOBAHMS BBICTYNAET O0Iasi CTOMMOCTb HCIIOJIb30BAHMS
BUPTYaJIbHBIX MAIIMH COOTBETCTBYIOIIETO THIIA, YTO Ha-
pyIIaeT MPUHIIAI «TUTATHTh 3a WCmoib3oBaHue». EBPSM
MHUHHUMH3HPYET 00Iee BPeMsI BBIMOIHEHUS TIOTOKOB MPU
3ajaHHOM Oropkere. O0a anropurMa He MPEArnoJararoT
otOop nposaiizepos laaS.

B [24] npemtoxensl apxurekrypa ruiardpopmel WaaS
1 YEeTHIPE SBPUCTUYECKHX QITOPUTMa IIIAHMPOBAHMS:
CTaTUYCCKUM, JUHAMHUYCCKUN, aJanTUBHBIM M KaJHBIN.
AJNTOpUTMBI NOJAEPIKUBAIOT paszeneHue myna BM 3ana-
YaMH OJIHOTO U TOTO K€ TIOTOKA, a He 33/1a4aMH Pa3IMYHbIX
MOTOKOB paboT. OHM MpeaHa3Ha4YeHBb! ISl MUHUMHU3AIAN
BPEMEHM M CTOMMOCTH BBINOJIHEHUs padoT. IIpu sToM He
YUUTBIBAIOTCS 3aI€PKKH MIPEOCTABICHUS PECYPCOB H 3a-
TpaThl BpEMEHU Ha Iiepenady AaHHbIX. JlocTOMHCTBO aj-
TOPUTMOB 3aKJIFOYAETCS B TOM, YTO SIBHO ITOJICPKHBACTCS
TIOJIMTHKA pa3aenenus myna BM. Bee npencraBnennsie an-
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TOPUTMBI TIPEATIONATAIOT, YTO JIF00ast 3a/1adya MOKET OBITh
Ha3Ha4deHa Ha JT00yIo U3 TOCTymHBIX BM, mprudemM monensb
TIPUJIOKEHUSI SIBHO HE OTPEIEIISIeTCS.

Skyport [25] u Asterism DlaaS [26] npexacraBisror
(dpeiimBopkr WaaS, 0CHOBaHHBIE Ha HUCIIOIB30BAHUU TEX-
HOJIOTUM KOHTelHepu3anuu. Pemarorcs mpoOnemsl yna-
KOBKH 3ajJa4d MOTOKa pabOT W yaoOCTBa pa3BOpaunBaHUS
KOHTCHHEPOB Ha YyXKe MPeAoCTaBIeHHBIX BM Tak, 4ToObI
BBIITOJTHUTH JIFOOBIC 33a[a4ul U3 JTF0OOT0 MOTOKa. Bormpockr
MIPEIOCTABICHUS PECYPCOB U INIAHUPOBAHUS B BBIIICYTIO-
MSIHYTBIX paboTax He aHaIN3UPYIOTCS.

B [27] naHBI IIPOTOTHIBI TPOMEXYTOUHBIX (peim-
BOpkoB WaaS, yduThIBarOmue OCOOCHHOCTH CTPYKTYPHI
MOTOKOB paloT, MojJiep)KuBarole HHTerpanuio WMS,
CTOMMOCTHYIO MOJICITb ¥ Ha3HaueHHE Ha pecypchl. OCHOB-
HOE BHHMAaHHE yAEJICHO BOIIPOCAM BBITOJHEHUS TOTOKOB
C HEMPEpBIBHOW M HapaluBacMoil 00pabOTKOW JTaHHBIX.
WupiMu cioBamu, 3aBepIIcHHE KaKOH-THOO0 3aqadu-1ipe]-
[IECTBEHHUKAa HE O3HAayaeT HEMEIJICHHOTO 3aIllycKa 3a-
Jlad-TiociiefioBaTeNield. DT 3a/laud CTapTYIOT JIMIIG TOTAA,
KOTJla 3aJavda-NPeANICCTBCHHUK TEHEPUPYET BBIXOIHEIC
JTaHHBIe, CHJIBHO BIIMSIOIINE HA BBHIMOJHEHHUE 3aBEPINAIO-
1iel 3a1auu motoka. [IpeioskeHHbII aropuT™ O3BOJISIET
TUTAHUPOBATH JIUIIH OJFH MOTOK PadoT.

Pa3BopaunBanue BUPTYaJbHbIX MAIIMH
Ha (pM3NYeCcKHUX cepBepax

Crenyrolee HarpaBiIeHHE UCCIEAOBAHUI — peIIeHNe
npoOnembl pa3BopaunBanusi BM. CunbHasi cTopoHa 00-
JIAYHBIX BBIYHUCIICHUN — UX MaciTadupyemocts [28 — 30].
B obmaunsix cpemax BM co3maroTcst u oToOpaskaroTcs Ha
XOCThI ((pu3uyecKue cepBepbl) MO Mepe (OPMHUPOBAHMS
3anpocoB Ha pecypchl. [Ipobiema moncka MOAXOSIIETO
XOCTa M3BECTHA Kak 3ajada pasmemeHuss BM [31, 32].
Jna ee pemenus npeanoxeH psax metonos [33]. B [34]
npobnema pasmenienus BM peliena MeToamMu 3BOJIIOIH-
OHHBIX BBIYMCICHMH JUII MMHUMHU3AIMN SHEPronoTped-
JICHUA XOCT-y3JdaMH (cepBepaMiu). ABTOPBI NPHUMEHSIOT
ITOPUTM MypaBbHHBIX KosoHud (Ant Colony System —
ACS) B codeTaHnd ¢ M3MEHEHHEM IIOpSAIKa MUTPALUH.
YucneHHbIe pe3ylbTaThl IEMOHCTPUPYIOT TIPEUMYIIIECTBO
MIPE/UIOKEHHOTO MTOAX0a MO CPaBHEHHIO C M3BECTHBIMU
CTpaTerusiMH, TIO3BOJISIIOT TOBBICHTE 3(()EKTHBHOCTD HC-
TIOJIb30BAaHUSI PECYPCOB ¥ IKOHOMUTD SHEPToINoTpedIeHue.
B [35] npobirema onTuMu3anuu pasmerieHus BM pemra-
€TCsI C Y9eTOM IPOITYCKHON CIIOCOOHOCTH KOMMYHUKAITHH
n Qopmynaupyercsi Kak 3aja4a yNMakoBKH B KOHTCHHEDBI.
Hcnonb3yercsi METasBPUCTUYECKUH aITOPUTM ONTHMH3a-
un kutoB (Whale Optimization Algorithm, wmn WOA).
B kauectBe nHCTpYMeHTapus npuMeneHa cpena Cloudsim.
AHanornyHOe HccienoBanue nposeneHo B [36]. [Ipobire-
MBI pa3meniennss BM u gaHHBIX B 3TOH paboTe paccma-
TPHUBAIOTCSI COBMECTHO. Lleib — CHM3UTh MHTEHCUBHOCTH
CeTeBOro TpaduKka M MOBBICHTH dPPEKTHBHOCTH HCIOIh-
30BaHUSI KOMMYHHKaIid. ONTUMH3ALUS BBIIOJIHSETCS Ha
ocHoBe ACS. Otb0p (usnuecknx cepBepoB MPOUCXOANUT

NHOOPMALMOHHbBIE TEXHOJTOTMW N TENIEKOMMYHUKALINA
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10 NPU3HAKY UX TEPPUTOpHaiIbHON Onnzoctu. [Ipobieme
pasmenienus BM mocasiiens! Takxke padotst [37 — 39].
BriepBhie mocTaHoBKa 3a1auu pasmerneHust BM B gop-
M€ MHOTOKPHTEPHAIHHON ONTHMH3AINN C OTPAHUICHUS-
MU U IByMs IeJeBBIMH (QyHKIusSME puBeaeHa B [40]. Oc-
HOBHAasl UJes — IOUCK ONTHMAJbHOrO pasMeunienuss BM
o pm3uyeckum MammHaM (cepBepam) (MHOXKecTBa [lape-
TO-ONITUMAITEHBIX HEJIOMHHHUPYEMBIX pEIIeHUH — (QpOH-
ta [lapeto). Mmer mouck pemreHus, MUHIMU3ZHPYIOMIETO
MIPOCTOM pecypcoB U 3HepronoTpedieHus. Asropamu [40]
HCIIONIb30BaH MeTo]l ontTuMu3anuu Ha ocHoBe ACS. B [41]
MOJIXO0/1, IpeIOKeHHBIH B [40], pa3BuBaeTCs ¢ LENbIO MO-
CTpoeHHs 0Ooliee pPeaIMCTUYHONW MOJENH. 3ajada MHOIO-
KpPUTEPUAJIbHOW ONTHMM3ALUNA CBOJUTCA K JIByXypOB-
HeBO# onTuMu3anMoHHOW 3ajade (Bilevel Optimization
Problem). Paznuuune mMexmy MCTONB30BAHMEM IMaMITH U
npoueccopoB kaxaoii BM npezacrasnsiercss OTAeIbHBIMU
(GYHKIMSME, BXOIIIINMHI B KPUTEPHIA TPOCTOS PECYPCOB.

OTKpBITHIE BONPOCHI

[TpoGnemb! ynpaBiieHns U TNIAHUPOBAHUS TOTOKOB pa-
00T NPOJOIDKAIOT ITPUBJIEKATh K ce0e BHUMaHHE HAYYHOTO
cooOmiecTBa. 3/1eCh OCTaeTcs MHOTO OTKPBITBIX BOTIPO-
coB [42]. DT0 1 00yCIIOBIHUBAECT OTPOMHOE pa3HOOOpasme
CHCTEM yINpaBlieHHs TOTOKaMH padoT [2]. OquH U3 Takux
BBI30BOB — COOCTBEHHO MOJENIb IOTOKa paboTt, (opma-
nu3yeMasi, Kak TpaBuiIo, B BUJIE OPUEHTHPOBAHHOTO Oec-
koHTypHOro rpada (DAG). B psige npuiokeHuil UKIIBI
€CTECTBEHHBIM 00pa30M MPUCYTCTBYIOT B MOTOKaX padorT,
MI03TOMY B HEKOTOPBIX CHCTEMax YIPAaBIECHUS MOTOKaMU
paboT npuberaroT K crennalbHbIM (MTAJUTHAaTUBHBIM) TIPH-
eMam, 4To0BbI 3Ty podieMy 000HTH.

ITepBas Takas cucrema — Pegasus [43]. UtoOs! yeTpa-
HUTbH IMKJIBI, B Pegasus HE0OOXOIMMO TeHepHpOBaTh MHO-
JKECTBO SK3EMIUIIPOB NOANOTOKOB. IlomoOHOE perieHue
TIPUHSITO U B psiie Apyrux npoekToB: Apache Airflow [44],
Taverna [45], Kepler [46]. Becbma mepcreKTHBHBIM TIPEI-
CTaBJISIETCSI MOJXOJl, ONUCaHHBIA B [47], nomyckarouui
IUKIJIBL B Tpadax, GpopMaau3yronmx MpecTaBIeHue I10-
TOKOB paboT B psAae HayYHBIX NMpHiIokeHuil. I padsr quna-
MHYHO TPAaHC(POPMHUPYIOTCS ONPEACTCHHBIM 00pa3oM yxKe
B IPOLIECCE BBINOJHEHUS MPHIIOKEHHUS, KOTIa ITOPOXK/Ia-
I0TCsI JINHEWHBIE MOCJIEA0BATEILHOCTH 3a/a4 — TaK Ha-
3bIBaeMble MPOLECCHBIC 1enouky. [Ipu 3ToM 3arparsl Ha
TpaHC(OpPMaNU 3HAYUTEIBHO HIDKE, YeM B H3BECTHBIX
peuieHusix [43 — 46].

Takum o00pa3oM, aHalu3 COBPEMEHHOI'O COCTOSIHUS
nccIeJ0BaHni B 00JIaCTH TUIAaHWPOBAHUS TIOTOKOB padoT
Ha 00JaYHBIX IaT(hopMax IOKa3bIBAET, YTO M3BECTHBIC K
HaCTOSIILIEMY BPEMEHH pe3ylbTaThl HE OXBAaTBIBAIOT psijia
Ba)KHBIX aCIEKTOB:

® HaJIM4Ms pa3InuHbIX NpoBaiiaepos laaS, npenocras-
JISIFOILUX Pa3HOTUIHBIE PECYPCHI;

® TEPPUTOPHANIBHYIO PACIPENEICHHOCTh IEHTPOB 00-
paboTKM TaHHBIX;

® Pa3HOPOJHOCTH MOTOKOB palOT, MOCTYMAIOMNX Ha
iaropmy WaasS;
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® HeOoOXOMMOCTD pealli3alyi MPUHIINIA CIIJIATHTH 38
UCTIONB30BaHUE» Il KOHKPETHOTO MOIb30BaTes;

® pelIeHUsT MpoOJeM pa3MelieHus Ha (PHU3MUYECKUX
cepBepax BUPTYaJIbHBIX MAIIUH W CO3AaHHS MHOXKECTBA
KOHTEHHEPOB B HHUX, KQKIBIH U3 KOTOPBIX MOXET OBITH HC-
MOJIb30BaH 33/1a4aMH Pa3HbIX MOTOKOB.

I[InanupoBaHue NOTOKOB padoT HA OCHOBE
IUKJINYECKON CXeMBI

OmHa W3 BO3MOXKHBIX U TIEPCIICKTUBHBIX CTpaTErHid
TUIAHUPOBAHMUS 33JlaHUil B IMOTOKax pabOT MOXET ObITh
peanu3oBaHa Mo IMUKInYeckoil cxeme [48 — 50] Ha anb-
TEPHATHBHBIX HA0OpaX MPEIBAPUTEIEHO OTOOPAHHBIX CIIO-
TOB — BPEMEHHBIX OTPE3KOB JJOCTYITHOCTH COOTBETCTBYIO-
X pecypcon (puc. 3).

OnucaHne CloTa, MOMHUMO TEXHHYECKHX XapaKTepH-
CTUK COOTBETCTBYIOIIMX BM U KOHTEHHEPOB, JOMOIHSET-
Csl TaKUM arpuOyTOM, KaK IIeHa pecypca. 3aTeM HCIOJb-
3yIOTCSI TIOHATHSI HAabOopa — TOCIIEI0BATEIBHOCTH CIOTOB,
YHUCIIO0 KOTOPHIX HE MEHBIIIE YHCIIa CJIOTOB, HEOOXOAUMBIX
3aJaHNIO0, 1 KOMOMHAIMA — IIOCIEA0BATEILHOCTH HA0O0-
POB CJIOTOB JUIS 33[JaHHU MAKeTa B TEKYIIEM IIHKIIC IUIa-
HUPOBAHUS.

Takum 00pa3oM, IOCTYIHBbIE K Havajay OYEPEIHOrO
UK TUIAHUPOBAHUS pecypchl (KoHTeiHepsl BM) dop-
MAaJIHO TPEACTABIISIOTCS HEYIOPSIOYCHHBIMH CIIOTAMU C
COOTBETCTBYIOIIMMHU aTpUOyTaMU: TEXHUUECKUMHU Xapak-
tepuctukamu BM (T mporieccopa, mpoiycKHast Crioco0-
HOCTH CETH), JUINTEIFHOCTHIO, CTOMMOCTBIO MCIIOJIb30Ba-
HUs. CIOTBI UMCHOT TPOHW3BOJBHBIC W HECOBIIAIAOIINEC
MOMEHTHI BpeMEHHU Hauyaia u oKoH4YaHus (puc. 4).

B KkaxgoMm 1K BEHIMONHACTCS IUIAHHPOBAHUE TTaKe-
TOB, TOTOBBIX K BBHIITOJHEHHIO 33aJaHUN. BrImonHeHue ma-
paIUIeTBFHOTO 3aaHus TPEOyeT TAKOTO BBIICIICHUS OTIpe/ie-
JICHHOTO YHCJIa CJIOTOB, YTOOBI COCTABHBIC YaCTH 3aJIaHMs
(3amaum) MOTIM CTapTOBaTh OMHOBpeMEeHHO. [limaH BBI-
TIOJTHEHUS 3a/IaHUs TIPENCTaBIsAeT co0oil Habop OoTOOpaH-
HBIX CJIOTOB, a IJIaH BBIOIHCHHS MTAKeTa — KOMOWHAIIHIO
CJIOTOB.

MHOXECTBO JOCTYIHBIX CJIOTOB HM3BECTHO K Haday
Ka)XJIOTO IMKIIA TIAHWPOBAHMS Ha OCHOBE ITPOTHO3a 3a-
HSTOCTH W OCBOOOXKIICHUS TOAXOISIINX JUIS 3aJaHAN KOH-
TeliHepoB BM.

Maxet 3agaHuit Maket 3agaHuii

[T i TTJRMCITTT)

E= gy
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MakeT 3agaHuii

TcOoOUT<KOmTo

Puc. 3. lluknuueckas cxema IIIaHUPOBAHUS ITAKETOB 3aJaHUI
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HeynopsinoueHHble
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Puc. 4. Heyl’[Opﬂ[{O’-{eHHLIe 10 BpEMEHU JOCTYITHBIC CJIOTBI

CHa‘IaHa JACJIaCTCs ITOIIBITKA HaUTH KOM6I/IHaLH/IIO noa-
XOAAUIMX CJIOTOB JUIsl BCeX 3ajaHuil makera. Eciu s
KaKoro-In0o U3 3aJaHuii Takoro Habopa HE CYIIECTBYET,
€ro TUIAHUPOBAHWE TEPCHOCHUTCS B CICTYFOIIUH ITUKII,
1 3a/laHle 3aHMMAaeT MECTO B odepeny (Iakere) B COOT-
BETCTBHH C 33JaHHBIM IIPHOPUTETOM, HANPHMEp, B Haya-
ne ouepeau (cm. puc. 3). Ilpu ycremHoM 0TO0pe CIOTOB
JUTS k-TO 3aaHus CITUCOK MPOCMATPUBACMBIX CIIOTOB IS
(k + 1)-ro 3amanus momuduimpyercs. 13 cooTBETCTBYIO-
IIMX BPEMEHHBIX OTPE3KOB HWCKIIFOYAIOTCS MEPUOIBI, 3a-
HATBIC BBHIIONIHEHUEM k-To 3amaHus. OTOOp CIOTOB It
(k+1)-ro 3amaHus OCYIIECTBISAETCS Ha MOOU(HUINPOBAH-
HOM CITMCKE 10 paccMOTpeHHOM panee cxeme. [locie mpo-
CMOTpa CJIOTOB JJIsl BCEX 3a/IaHU TaKeTa OTHICKHUBAIOTCS
aJBTCPHATUBHBIC HAOOPBI, TIOCKOJIBKY MPH 0TOOpPE CIOTOB
JUTS KaKUX-JTHOO 3aaHUH HE BECh MCXOIHBIA CIIHCOK MO-
JKET OBITh POCMOTPEH. DTa MPOIEAypa UTSPATUBHO TIO-
BTOpPSIETCS [T BCEX 3aJaHHM, TUIAHUPOBAHNE KOTOPHIX HE
TIEPEHECEHO B CIeAYIOIUN UK. B ouepeaHoM 1ukie co-
BOKYITHOCTb JOCTYITHBIX CJIOTOB (CM. pUC. 3) OOHOBIISACTCS
B COOTBETCTBUU C IMHAMUKOM 3arpy3Ku pecypcoB.

B kax70M IMKIIE BEITONHSACTCS Ha3HAYEHUE TOTOBBIX
K BBITIOJTHEHUIO 3amad. [Ipwm 3TOM genaercs MOIBITKA HC-
[10JIb30BaTh YK€ pa3BepHyTble BM U KOHTEHHEpBl COOT-
BETCTBYIOIIETO THMA. EcIu 3TO ymaercs, TO U3 BPEMEHHU
BBITIOJTHEHHA BBIYUTACTCA BPEMsS Ha PA3BEPTHIBAHHC BM
1M KoHTelHepa B BM.

Bpems BEITIOTHEHMSI CKIIaIBIBACTCS U3 CIEAYIONIUX CO-
CTaBIISIOMINX:

® BpEeMEeHH COOCTBEHHO 00paOOTKN — KaK OTHOIICHHUS
o0beMa BBIYUCIICHUH (B MUJUTHOHAX WHCTPYKIMH) K TIPO-
M3BOIUTEIBLHOCTH Mpolieccopa (MUJUIMOH UHCTPYKIUH B
CeKyHj1y) Ha npoueccope BM cooTBeTCTByIOIIETrO THIIA;

® BpCMCHH Ha OOMEH JaHHBIMH MEXIY 3aadyaMH I10-
TOKa (YTEHUE W 3aITUCh B III00AEHOE XPAHIITUINE, HATIPH-
Mep, Amazon S3);

® BpeMEHM Ha pasBepTbiBaHue BM u koHTeliHepa B
BM cooTBeTCcTBYIOIIIETO TUTIA.

CrouMOCTb BBITIOTHEHUS 3a/a4u 1oToka Ha BM ompe-
JICIICHHOTO THTIA OTPEACISIeTCS KaK OTHOIICHUE BPEMEHH
BEITIOJTHEHUSI K TIEPHOTY OMIITHHTA pa3BepHYTHIX BM, ym-
HOXXCHHOE Ha CTOMMOCTb OJJHOTO ITepHo/a OMIIIHHTA.

CToMMOCTB BBINTOJHEHHS MTOTOKA paboT — CymMMa CTO-
HMMOCTEH BBIMOJHEHN KA 101 U3 3a1a4.

Eciu BBITIONTHEHUE 33729 MOXKET OBITh 3aKOHYCHO 10
HACTYIUICHHSI OYEpPEeTHOTO Mepuofa OWITHHTA, TO CTOH-
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MOCTh €€ BBIITOJHEHHs Ha paHee pa3BepHYTHIX BM n co3-
JTAaHHBIX KOHTEHHEpax IoJaraeTcs paBHOM HYIIIO.

Ecnu BbImonHeHne 3a1a4n He 3aKaHYMBAETCSl B TEKY-
IIeM TIeproyie OMIUTMHTA, TO OIUTAaYMBACTCS BpeMsl, TpeOye-
MOE JUIS €€ 3aBepIICHHS B TOCIEAYIOMINX IepHOIax.

Ecnm B TekymieM nuKie IUTAHUPOBAHUS KaKue-mnOo
BM He BocTpeOOBaHbI, TO OHM CBOPAYMBAIOTCSL.

B Ka)/10M IIMKJIE IUTAaHUPOBAHMS HA OCHOBE JIOKAJIbHBIX
pachucaHuil Il KOKIO0TO 33/1aHMs TaKkeTa IO0JDKHO OBITh
orobpano Tpebyemoe 4uciao / MOAXOISIINX IO PECypcy,
CTOMMOCTH M BPEMEHH CJIOTOB Ha COOTBETCTBYIOINX BM
1 KOHTelHepax. MHOXKECTBO JOCTYIHBIX CIIOTOB M3BECTHO
K HadaJly KaykKJoro IUKJIA IuiaHupoBaHus. OHO MpeicTaB-
JSIETCSl HEYNOPSI0YCHHBIMH 110 BPEMEHM JIOCTYITHBIMU
cioramu (cM. puc. 4). BblnoiHeHne MapauieIbHOro 3a-
JTAHUST MOXKET HadaThCsl IIPH COTIACOBAHHOM BBIICIICHUN /
CJIOTOB TaKMM 00pa3oM, YTOOBI MapauIeIbHbIE TPOLECCHI,
COOTBETCTBYIOIIME 3aJadaM 33/1aHHs, CTApTOBAIN OIHO-
BpeMeHHO. J{JIs1 OHOPOIHBIX PECYpPCOB C TPOLEecCcCOpaMu
OIMHAKOBOH NMPOU3BOANTEIBHOCTH U 3aJa9aMH IIPUMEPHO
OZIMHAKOBOHM CIIO)KHOCTH W3 COBOKYITHOCTH JIOCTYITHBIX
CJIOTOB TPeOyETCs BBIICIHUTH MPSIMOYTOIBHOE «OKHO» [ X ¢,
e ¢t — BpeMsl HCIOIb30BaHUs CIOTOB (pHc. 5, a). B ciy-
Yyae HEOJHOPOIHBIX y3JIOB U CYIIECTBEHHO PA3IMYHBIX MO
CJIOHOCTH 3a/1a4 3TO HENPSIMOYTOJIBHOE «OKHOY» C HEPOB-
HBIM TIPaBBIM KpaeM (puc. 5, 0).

PaccmoTrpum o0mryto cxemy anroputma oToopa mojixo-
JUIIIUX CJIIOTOB C PAHHUM BpPEMEHEM cTapra «okHa». O60-
3HAQYUM Y€pe3 ¢, (¢ BpeMs Hayana U OKOHYAHHs CJIOTA &,
UCIIONB3yEMOTO 3a/1auell 3a/1aHus B TEUEHHUE BPEMEHHU 1D,
e p <1.

1. JloctymHble cI0THI (CM. pHc. 4) YIOPsI0YNBAIOTCS
10 HeyOBIBAHMIO BPEMEHH CTapTa ¢’ (CM. puC. 5).

2. 13 nomyueHHoro Ha miare | crmucka BbIOMpaeTrcs
OUYEepEeHON MOAXOAIINI 110 PeCypCy, LIeHE U ATUTENbHO-
CTH CJOT 5.

3.3 cnucka paHee NPOCMOTPEHHBIX MOIXOASIIUX
€10TOB OT 1 10 § — | ynanstoTCs CIOThI ¢ BPEMEHEM OKOH-
vanus 15 <t +tp,rae 1 <s' <s\.

4. llaru 2, 3 OBTOPSIFOTCS 10 TeX OP, IIOKa He Habe-
percst 3aJTaHHOE YUCIIO [ CIIOTOB.

3amMeTnMm, 4TO B ATOW cXeMe Ha miare 2 GUrypupyroT He
TOJIBKO BpEMsl, HO M TpeOOBaHUs K pecypcy U LieHe.

B npumepax, mwutoctpupyeMsix puc. 5, / = 3. Bpems
3aIycKa 3aJlaHus OIpeAessieTcs BpeMEeHeM Havasla ocie-
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VYnopsizoueHHbIE

CJI0THI (IPSIMOYT0JIbHOE KOKHO» H3 CJI0TOB 2, 4, 6)

1 I |
2 T I
3
4 ||
S
6 [
Crapt l < g l OxoHuaHHE s
pems
YrnopsiioueHHbIe
CJIOThI (HEeMpPSIMOYToJIbHOe KOKHO» U3 ¢10TOB 1, 4, 6)
1
2
3
4
: —
6 I | |
CrapTt l 2 7 —5 o OxoHYaHHe 5
pems

>

Puc. 5. OT60p c10TOB 17151 BBITIOJIIHEHNUS 3a1aHHA

HET0 M3 OTOOPAHHBIX MOAXOISIIMX CJIOTOB (Ha puc. 5 —
9TO coT 6). BpeMsi OKOHYaHUS BHITIONHEHUS 3aaHU 3a-
BHUCHT OT ¢, — 3TO MAaKCUMYM JJIUTEIbHOCTH BHITOIHEHHUS
3a[1a9l COOTBETCTBYIOMIETO 3aJaHHs TI0 BCEM OTOOpaHHBIM
ciotaMm (Ha puc. 5, 6 eMy COOTBETCTBYET CJIOT 4).

JaHHas cxema IpUMEHsIETCs IS KaKA0ro U3 3aJaHuil
nakera. Ilocie mpocMmoTpa clOTOB AJisi BCEX 1 3aJaHUN
TIaKeTa MIIyTCs allbTepHAaTUBHbBIE HAOOPHI, MOCKOIBKY MTPU
oTOOpe CIOTOB JUIsl KAKMX-TH0O 3a/laHUi HE BECh UCXO/I-
HBI CIIICOK MOXET OBITh NMPOCMOTPEH. YKa3aHHAs Ipo-
Lielypa UTepaTUBHO MOBTOPSETCS M BCEX 3aJaHUH, Iia-
HUPOBAHUE KOTOPBIX HE NEPEHECEHO B CIEAYIOINN UKL
B ouepenHOM mHuKIEe COBOKYHMHOCTh AOCTYIHBIX CIIOTOB
OOHOBIISIETCS B COOTBETCTBUH C JMHAMUKOM 3arpy3ku BM
1 KOHTEHHEPOB.

CTpaTernn Ha3HAYCHUS BUPTYAJbHBIX PECypcoB
IPH BBINMOJIHEHUH ITOTOKOB pa60T

OnHa W3 BaXHEWIHMX MPOOIEM IJIAHWPOBAHHS M BBI-
TIOJTHEHHUSI MHO)KECTBA BBIYMCIMTENIBHBIX 3a7[a4 ITOTOKOB
pabotr — 3ddexTHBHAS aIUIOKAIKSI U YIPABICHUE Pecyp-
camu (BUpPTyalbHBIMH MammHaMH). [lox ympaBmeHmeM
pecypcaMy TIOHMMAEeTCsl ONpeeIeHHe MOMEHTOB CTapTa
(coznmanusi) u 3aBepiieHus] (OCTAHOBKH, BBICBOOOXKICHHS)
OTZENbHBIX BUPTYAIBHBIX MAlIMH W KOHTEHHEPOB, a TaK-
)KE€ Ha3HauUCHHE M OYEPETHOCTD BBIITOJIHEHHS TOTOBBIX IS
3aIrycKa BBIYUCIUTENBHBIX 3a7ad. B [51] npexnoxken psg
MOAX0J0B K ()OPMUPOBAHUIO ITyJIa BUPTYaJIbHBIX MAIlIWH,
MIpe0CTaBIIeMbIX poBaliaepamu laaS, ans oHnaiH-Ia-
HHUPOBAHMSA ITI0TOKa PabOT Ha OCHOBE METOJIOB MAIlIMHHOTO
00y4eHUS.

NHOOPMALUMOHHbBIE TEXHOJIOI MU N TENTEKOMMYHWUKALIUA

Brraenum Heckonbko cTpareruil ynpasnenus BM s
BBITTOJTHEHHS TTOTOKOB PadoT.

Bo-nepBbix, MOKHO CO3/1aBaTh HOBYIO CIIELUATH3UPO-
BaHHYI0 BM 151 BBINOJIHEHUST KKIOW OTIENbHOM 3aaun
Y OCTaHaBIIMBATh €€ MO 3aBEpPIICHUIO BBINOJHEHUs. J[aH-
Hasl CTpaTeTus MO3BOJET SKOHOMHO W THOKO HCIIONB30-
BaTh BBIYHCIIUTEIIbHOE BpeMsi BM, 0COOCHHO B yCIIOBHUSX,
KOIZla BpEMs CTapTa U OCTaHOBKM HAMHOI'O MEHBLIE Bpe-
MEHHU BBITIOJIHEHUsI OTJENbHBIX 3afad. [Ipu 3ToM, Bpems
cTapTra, Kak MpaBuio, 3aBUCUT OT CIOKHOCTH HACTPONKHU
HE00XOIUMOTO TTPOTPaMMHOTO OKPYKEHHS U BPEMEHH Ha
KOMMPOBAHKE U JIOCTABKY BXOJIHBIX JaHHBIX. Bpems ocra-
HOBKM BM MoOXKeT yBennumBarbcsi u3-3a HEOOXOIUMOCTH
COXPAHEHHUsI U KOIMPOBAHUSI PE3yJbTATOB BBIUHUCICHUM B
100abHOE XPAHWUJIHIIE TAaHHBIX.

Bo-BTOpBIX, BO3MOXKHO MOAEPKUBATH HEKOTOPBIN 11~
HaMUYECKU H3MEHSIOLIMICS Myl MOCTOSHHO aKTUBHBIX
BUPTYaJIbHBIX MAIIUH U PACIPENEsITh TOTOBBIE K 3aIyCKY
3aadqd MEeXIy HUMH (CTpaTerus KOHTpourst). JmHamud-
HOCTh MyNla TOJpa3yMeBaeT YMEHbBIIIEHWE U YBEIUYCHHE
KOJIMYECTBA AKTUBHBIX MAIIWH B 3aBUCUMOCTH OT BBIYMC-
JUTETBHBIX MOTPEeOHOCTEH B paccMaTpuUBaeMblii MOMEHT
BpEMEHHU. B MaHHOM IMOJX0/Ie UMEETCs BOSMOXKHOCTE 00-
see 3()(HEKTUBHOTO TUIAHMPOBAHUS BBITOJHCHUS 3a71ad
TakuM 00pa3oM, YTOOBI MHHUMHU3UPOBATh BPeMs CTapTa U
OCTaHOBKM BUPTYaJIbHBIX MAlllMH, 3aIPy3KHU U COXPAaHEHUS
JlaHHBIX. Hampumep, eciu BBINONHATH JIBE IOCJE0Ba-
TEJBHBIC (3aBHUCAIINE 110 JAHHBIM) 33aJa9l OJHOTO ITOTOKA
padoT Ha OMHOW BUPTyalbHOW MAIMHE, TO OTepaIus KO-
MTUPOBAHMUS U TIEpeadr JaHHBIX HE TpeOyeTcs.
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C npyroél CTOpPOHBI, W3-32 OCOOCHHOCTEH U Pa3HOO-
Opasus CTPYKTyp TMOTOKOB padoT, a TakKe MX TMePEMEHHO-
rO KOJIMYECTBA HE BCEIZIa MOKHO OOECIEUUTDH IMOIHYI0 U
MIOCTOSIHHYIO 3arpy3Ky BCero Iyia akTuBHbIX BM. Takum
00pa3om, 4acTh BUPTyalbHBIX MalldH OyIeT BpeMs OT
BPEMEHHU NPOCTANBATh, TEM CaMbIM TOHMXKAsl MTOJIE3HOCTD
U DKOHOMHYECKYIO 3((EKTHBHOCTh JaHHOTO MOAXOJA.
Kpowme Toro, omnpenerneHHy0 CI0KHOCTh COCTAaBIISET pas-
paboTka anropur™ma Juist 3GPEKTUBHOTO HA3HAYCHUS 3a/1a4
Ha JOCTYIIHBIC BUPTYaJIbHbIC MAlllMHbBI.

B kagecTBe TpeThero Noxoaa pacCMOTPUM KIIacC CMe-
HIaHHBIX CTpaTeFHﬁ, Korjga npu BBIITOJTHEHUU ITOTOKOB pa-
00T Mo Iep>KUBACTCSA HEKOTOPBIA 0a30BBI MITHUMAIBHBIN
IyJl aKTHBHBIX BHUPTYQJIBHBIX MAIMH, HO JIOMOJHUTEIb-
HBIE BUPTYaJIbHBIE MAIIMHBI CO3MAIOTCS ISl BBIOIHEHHS
OT/EJIBHBIX 3aJIaHMH, HalpuMmep, He TpeOOBaTEIbHBIX KO
BPEMEHH 3arpy3KH U COXPAHECHUS JAHHBIX.

Ecnu peanmzanys mepBoro noaxoja BBIIIAJUT TPH-
BUAJIBHOH, TO CTpOTrasi U CMEIIaHHAasl CTPaTeruu TpedyroT
HaJIMYUST aJlTOPUTMa JUIS YIPaBJICHUS ITYJIOM aKTHBHBIX
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BUPTYAJIbHBIX MAlIWH W Ha3HA4YCHHWA HA HHUX MNOCTYyIaro-
muXx 3a1a4.

3akJauenne

[TpoBeneHHBIH aHAN3 MOKA3bIBACT, YTO M3BECTHBIE K
HACTOSIIIEMY BPEMEHH PEIICHHS B 00JIACTH IUTAHUPOBAHHUS
KOMITO3UTHBIX MPWIJIOKEHHH Ha 00JIaYHbIX IIaTgopmax He
OXBaTBHIBAIOT IIEJIOTO Psijia ACTIEKTOB, CBSA3aHHBIX C IUTAaHH-
pOBaHNEM PA3HOTHITHBIX U HEMPEPBIBHBIX TIOTOKOB PadOT.

[pencrosime ncciemoBannst OylyT HalpaBlICHBI Ha
CO3/1aHNe KOMIUIEKCA MOJICIICH, METO/IOB M HHCTPYMEHTAITb-
HBIX CPEJICTB IUTAaHUPOBAHUSI HETIPEPHIBHBIX U PA3HOPOIHBIX
MIOTOKOB PabOT B KOMITO3UTHBIX NPHIIOKEHUSX Ha OCHOBE
0COOEHHOCTEH MX CTPYKTYPBI, PECYpCHBIX MOTPEOHOCTEH,
MIPOTHO3a COCTOSTHNS 00IaqHOM cpenbl Ha mtaropme Waas.

3HAUYMMOCTb OKHJIACMBIX PE3YyNIETaTOB COCTOUT B TOM,
YTO OHM TIO3BOJIAT Peann3oBaTh dPPEKTUBHOE BBHIMOIHE-
HHE HAayKOEMKHX MEXIUCHHUIUIMHAPHBIX MPWIOKEHUH Ha
00navYHbIX ImIaTgopmMax B paMKax HOBOH MapajnurMbl «I10-
TOK paboT KaK CEpPBHCY.
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